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Abstract. In an attempt to put a Semantic Web-layer that provides
linguistic analysis and discourse information on top of digital content,
we develop a platform for digital curation technologies. The platform
offers language-, knowledge- and data-aware services as a flexible set
of workflows and pipelines for the efficient processing of various types
of digital content. The platform is intended to enable human experts
(knowledge workers) to get a grasp and understand the contents of large
document collections in an efficient way so that they can curate, process
and further analyse the collection according to their sector-specific needs.

Keywords: Digital Curation, Linguistic Linked Data, NLP

1 Introduction

The target audience of our platform are knowledge workers who conduct research
in specific domains with the goal of, for example, preparing museum exhibitions
or writing news articles. Typically they only have limited time available to ac-
complish their tasks, ranging from several hours to one or two weeks at most.
Owing to the diversity of tasks, the domains are often new to them. The output
of their work is typically used in online or traditional media (e. g., newspapers,
agencies, tv stations) or by a museum for an exhibition. In the project Digi-
tale Kuratierungstechnologien1 (DKT, Digital Curation Technologies, [7]), we
aim at automating specific parts of the workflows, which consist of looking for
information related to and relevant for the domain, learning the key concepts,
selecting the most relevant parts and preparing the information to be used. We
build a platform that integrates various Natural Language Processing (NLP),
Information Retrieval (IR) and Machine Translation (MT) components to re-
trieve information and recombine them to produce output that improves the
curation processes and makes them more efficient. We work with heterogeneous
data sets from public and non-public sources. The output will be in the form of
a semantically enriched hypertext graph, stored and accessed using linked data
technologies. Our goal is to enable knowledge workers to explore and curate
document collections easier and more efficiently [6].

1 http://digitale-kuratierung.de



2 Related Work

Our digital curation platform integrates individual components by linking con-
tent with metadata [2]. The components include open-source tools for NLP tasks
such as Named Entity Recognition (NER), Information Extraction (IE), IR and
MT. The platform uses an architecture developed in the project FREME [8]. A
related platform focusing on the localisation industry as the main use case is de-
scribed by [1]. Our platform targets multiple other industry sectors, has different
digital content formats in focus and deploys a different approach to representing
curated information.

3 Semantic Layer

For the purpose of this paper we focus on written text documents. Eventually
we will also be able to handle the conversion of non-textual data into text (e. g.,
transcripts for audio, subtitles for video, etc.). On top of text data we generate
a Semantic Layer (SL) that contains semantic annotations. The SL creates an
interlinked representation connected to external information sources. It is pro-
duced by a set of tools that communicate using the NLP Interchange Format
(NIF).2 It operates in a pipelined workflow where the output of each service is
used as input for the next one. The SL can be used for exploratory search. The
user query is sent through the same pipeline used to generate the SL over the
whole document collection. This allows us to search the index for the plain words
in the query, but also any entities or temporal expressions that were recognized.
The components of the pipelined workflow are:

– NLP: This component consists of NER combining a model approach and a
dictionary approach. It works with three types of entities: persons, locations
and organizations. Any entities found in the input are annotated using NIF.
After NER, we also perform Entity Linking using DBPedia Spotlight [4] to
retrieve the relevant (DBPedia) URI for entities recognized with the model
and on the URI directly taken from the dictionary (the dictionary specifies
a key – the entity – and a value, i. e., a URI in some ontology) for entities
recognized with the dictionary. Subsequently the NLP workflow performs
a temporal expression analysis. This module consists of a language-specific
regular expression grammar and currently supports German and English.
The expressions are normalized to a machine readable format and added to
the NIF model.

– Information extraction: We use Lucene3 to create an index for our docu-
ment collection that enables text-based IR. In addition to indexing the text
content, entities and temporal expressions have their own specific fields in
order to allow search in the SL as well. Indexing entities also allows us to
disambiguate based on entity clustering (planned for the next phase in this
two-year project).

2 http://persistence.uni-leipzig.org/nlp2rdf/
3 https://lucene.apache.org/core/



– Semantic Storage: The semantic information generated during the NLP
processes is stored in the triple store Sesame.4 We use an ontology relat-
ing the semantic information extracted from the documents. It relies on
Schema.org to describe entities and contains documents and concepts, where
the concepts are divided into locations, organizations, persons and temporal
expressions.

– Multilingual component: This component is based on Moses5 enhanced
with pre-/post-processing modules to leverage the information obtained from
preceding steps (e. g., NER, temporal analysis). The MT system is capable
of translating both segments (sentences, subtitles) and documents enabling
knowledge workers to retrieve information and to present the semantically-
enriched output in several languages (English, German, Spanish, Arabic).
Preliminary experiments show as much as a 5% improvement in the overall
MT system performance for multiple language pairs and domains.

4 Experiments

Our goal is to reduce the time knowledge workers invest in their sector-specific
curation processes. A proper evaluation would require us to measure the time
it takes knowledge workers to get from input to output with and without uti-
lization of our platform. This is rather difficult to measure and to quantify. We
are in an early stage of the project and do not have access to suitable data
for such an evaluation yet. As the project progresses, we will acquire real-world
data (to be provided by the industrial partners involved in the project), annotate
the data to construct a gold standard so that the platform can be evaluated as
a whole. For now, we can offer isolated evaluations of individual components.
For evaluating the German version of the temporal expression analyzer, we use
the German WikiWars corpus [3]. This corpus is a collection of 22 documents
sourced from Wikipedia pages about military conflicts and contains 2.240 tem-
poral expressions. Evaluating against this corpus, we can report an f-score of
0.83. However, we developed against this same corpus and since we are mainly
interested in coverage of our regular expressions, the corpus was not divided into
training and test sets. We consider our f-score an acceptable baseline and will
continue to improve this during the project. For evaluating the German version
of the NER module, we selected the German wikiNER corpus [5]. This corpus
contains NER annotations in CoNLL format. For this we can report f-scores of
0.78, 0.87 and 0.76 for locations, persons and organizations, respectively. These
numbers will serve as baselines for future work as well.

5 Conclusion and Future Work

This article addresses the issue of combining NLP, IR and MT procedures into
a system that enables knowledge workers to explore a collection of documents

4 http://rdf4j.org/
5 http://www.statmt.org/moses/



in an intuitive and efficient way. Our focus is on combining the individual com-
ponents and linking the output of the methods, rather than trying to improve
upon the output of individual state-of-the-art procedures. In this early stage of
the project, we can aggregate the information contained in multiple documents
and present this in a way that allows the knowledge worker to see what is inside.
For the future we plan to work on making our tools easily adaptable to new
domains. This poses a challenge since we expect to deal with domains for which
only limited amounts of training data are available. We also plan to exploit the
linked open data framework more by plugging in new datasets. Future appli-
cations are related to the project goals: text summarization of documents will
help the curation process and semantic story-telling will assist in text generation
processes, relating individual document components at a semantic level.
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